Parametric and non parametric statistics
The dr recommends us to study this lecture from the chapters we have,, 10 questions will be in the final exam for this lecture.

Non parametric statistics are distribution free so they are good in the frequency and percentage type of data. Example of that is when you want to decide if men and women differ in smoking or not so you use such type of statistics.
Parametric statistics is more robust and stronger to be used for ratio and interval level of measurements.
Non parametric statistics can be used when data is skewed on non (distribution free).

We can’t perform what is called multivariate analysis in non parametric statistics as in parametric statistics. (we’ll talk about this at the end of this sheet).
    ________________________________________________

Parametric statistics
T-test and Anova test

T- test 
measures the differences between two group means (not frequencies and percentages as in non parametric stat).

· main assumption of using t test is that the level of measurement should be continuous level as we are dealing with means the second assumption is that we should have normal distribution (if it’s skewed we can’t use parametric stat and we should use the alternatives such as the non parametric statistics).

Example in a slide that I don’t have :/ about the difference in males and females in nursing perception ,,,, the p value is 0.00 which is less than alpha value so there is a statistical significant difference in the study.
The females had a higher overall mean scores of nursing perception for this reason we can explain the negative sign which indicates that during data entry, the male variable was entered first an had a score of 1, then female was entered with score 2. By that we can know to whom this statistical difference refers (if it is negative so the difference is in favor for the second group, and vice versa).
Anova test (analysis of variance) 
Used to measure the differences between more than two groups
Its main assumption is the normal distribution between the means and the dependent variable is at continuous level of measurement.
Eg: a study was performed to study the interaction between the faculty members and their students and the effect of this interaction on their scores but the result was insignificant.

Eg: four medications to reduce the blood pressure (three different medications and one control) on forty patients, every 10 patients received one drug of those, then after certain duration we measured the blood pressure (dependent variable) then we calculated the differences using the anova test to compare the mean blood pressure of the groups. The results showed that there is no statistically significant difference between the effects of these drugs on reducing the blood pressure (no one was superior to another)
      ____________________________________________
· Slide 14 in the Anove slides  

Now suppose that the previous result was that there is significant difference between the drug groups, which means that there is an overall difference but we can’t decide which one is the best unless we do what we call multiple comparisons that compare each drug with the others so you have to find where is the significant result (if any) and to decide the drug that is in favor for this difference. 

· So if you look at the p value in the slide you can find out that no any drug has its p value below that of alpha, so to say that this drug is superior it should have p value less than 0.05 when compared to the other drugs.

This multiple comparisons are a unique feature of anova test that can’t be performed by any other test.

A slide contains table to try to find out blindly which test we did use:
· Relation between the hematoma and the heparin use ( there was a significant difference ,,,, we used x2 test because both variables are dichotomous nominal.

· There was no statistically significant difference between smoking and hematoma formation.

· There was no statistically significant difference between medical illness and hematoma formation

· There was no statistically significant difference between hematoma formation and menstrual phase.

· To study the relation between the age groups (ordinal level) and the hematoma formation we use mann whitney U test.

Best of luck ( 
                                                                           Bana Haddadin 
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